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Abstract

The problem of helium exhaust is studied using the integrated code package Combined Code Numerical Utility for

Tokamaks (COCONUT): the 2D scrape-o� layer code EDGE2D/NIMBUS is coupled with the 11/2D plasma transport

codes JETTO and SANCO to allow consistent modelling of the entire plasma cross section. The code is ®rst bench-

marked against JET experiments in order to determine the radial helium transport in the core and in the SOL. The

®ndings are then applied in predictive modelling of the ITER design. The results of the simulations are expressed in

terms of con®nement times and enrichment. For JET, we obtain values consistent with direct experimental measure-

ments. The predictions for ITER are seen to be very sensitive to the model assumptions for the scrape-o� layer. Ó 1999

JET Joint Undertaking, published by Elsevier Science B.V. All rights reserved.
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1. Introduction

Su�cient helium exhaust is a vital requirement for

any burning reactor. To avoid the fusion reactions being

choked by excessive impurity accumulation, the helium

removal rate from the divertor has to equal the pro-

duction rate for an acceptable helium concentration in

the core. The study of helium exhaust has traditionally

been divided into the investigation of helium transport

in the core on one hand and of the removal e�ciency in

the divertor on the other hand. However, this division

con¯icts with the global nature of the helium exhaust

and is re¯ected by the relevant ®gures of merit. The

enrichment compares the helium concentration in the

divertor region to that in the core. The global con®ne-

ment time combines the e�ects of core particle con®ne-

ment time and recycling in the divertor [1,2]. Modelling

e�orts thus have to cover both core and edge; therefore,

we make use of the global code Combined Code Nu-

merical Utility for Tokamaks (COCONUT) (Section 2).

The simulation of helium pu�s in ELMy H-modes at

JET is described in Section 3. Section 4 contains results

of predictive modelling of ITER.

2. The codes

The core codes JETTO and SANCO have been

coupled with the 2D scrape-o� layer code EDGE2D/

NIMBUS [3] to provide an integrated global code which

has been named COCONUT. The coupled code was

presented in [4,5] and has now been extended to

accomodate multi impurity species and to allow fully

predictive simulations. The complete coupling eliminates

the boundary conditions at the core-edge interface for

both edge and core codes which is particularly impor-

tant for time-dependent situations.

A great advantage of COCONUT is its ¯exibility.

Depending on the problem under consideration, any

part of the system can be switched o� or `frozen'. Fur-

thermore, core and the edge can be evolved on di�erent

time scales. This point is crucial for ITER simulations

where the core equilibration time is of the order of tens

of seconds as opposed to the characteristic SOL time of

about 50 ms. The code can then be used in a `partially

coupled' mode where the core codes are run stand-alone
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for speci®ed time intervals. Between these intervals,

short periods of fully coupled running ensure consis-

tency with the SOL parameters.

A 21 moment description of the parallel transport in

the scrape-o� layer ensures the consistent treatment of

multi impurity species of arbitrary concentrations [6]. A

charge state averaged momentum equation has been

developed on the basis of this model in order to reduce

the computational load [7]. In addition, the use of av-

eraged momentum equations greatly improves the sta-

bility of the impurity equations.

3. Helium pu� experiments at JET

An overview of helium pu� experiments recently

carried out at JET is given in Ref. [8]. Here, we con-

centrate on the analysis of two ELMy H-mode experi-

ments with type I ELMs. One shot (#33994) in the MkI

divertor con®guration is used to benchmark the code. A

second shot (#44338) at the beginning of 1998 in the

MkII divertor was selected to investigate the e�ects of

di�erent divertor con®gurations.

As a prelude to global COCONUT simulations, a

study with the stand alone versions of the codes has been

carried out to deduce the radial core transport coe�-

cients (SANCO) and a base case for the divertor plasma

(EDGE2D). The temperatures and the electron density

in the core are not simulated here but taken from ex-

perimental measurements.

3.1. Edge

A series of EDGE2D/NIMBUS stand alone runs has

been carried out not only to prepare COCONUT sim-

ulations but also to identify trends in the way the di-

vertor in¯uences the helium exhaust. The simulations

refer to the quasi steady state period between ELMs and

include deuterium, carbon, and helium. The modelling

of carbon is essential to obtain more realistic tempera-

ture pro®les. A second reason is friction between carbon

and helium which tends to drag helium out of the di-

vertor, due to ¯ow reversal of carbon close to the target

plates. The anomalous radial di�usion and the pinch

velocity of the main ions are found matching the pro®les

of the ion saturation current and the electron tempera-

ture at the targets as measured by Langmuir probes. The

standard settings are vi � 0:4 m2=s, ve � 0:2 m2=s, D �
0:1 m2=s and a constant vpinch � 9:5 m=s in the scrape-

o� layer. The anomalous di�usion coe�cients are as-

sumed constant in ¯ux space, i.e. increasing with ¯ux

expansion in real space. The carbon content is controlled

by a constant sputtering coe�cient. The measured C2�

photon ¯uxes are seen to require a sputtering coe�cient

of YC P 0:03 in combination with a low pinch velocity

for carbon of 1:5 m=s. The input power and the up-

stream density of main ions are adjusted so as to re-

produce the measured deuterium photon ¯uxes in the

divertor and the magnitude of the Langmuir probe

measurements.

The results of these simulations are expressed in

terms of enrichment which is here de®ned as

g � nHe=2nD2
� �pump= nHe=nD� �core:

The core concentration of helium is taken from ex-

perimental measurements by active charge exchange

spectroscopy (CXRS). The grid of EDGE2D covered

the two outermost lines of sight of the CXRS which

®xed the upstream helium density in the simulation.

The neutral helium concentration at the pump is

computed by the Monte Carlo code NIMBUS. Direct

measurements of the partial pressures at the pump were

not available in MkI, but a further constraint is im-

posed by the helium photon ¯ux measurements in the

divertor. These could be reproduced simultaneously

with those of carbon and deuterium, but only if the

helium pinch velocity in the SOL was reduced to about

0:5 m=s.

The enrichment determined in this way is g � 0:08

for #33994 in MkI and g � 0:07 for shot #44338 in

MkII. The similarity is surprising for several reasons.

MkI was much more open than MkII, the MkI shot was

on horizontal targets as opposed to shot #44338 on

vertical targets and, ®nally, helium was pumped in the

MkI experiment but not in the MkII shot. In a series of

predicitive simulations only one feature was changed at

a time.

(1) Changing from MkI to MkII does increase the

neutral pressure in the divertor due to the increased

closure to neutrals. However, the enrichment is seen to

be a�ected very little. The enrichment changes with

other plasma characteristics which did not vary much

between the two shots. For example, if the net input

power is decreased in the simulations and the conditions

move from high recycling regimes towards detachment,

then the enrichment is seen to increase.

(2) Switching o� pumping of helium in the simula-

tions increases the enrichment by a factor of two be-

cause the di�erential pumping removes only deuterium

from the pump volume while helium is left to accu-

mulate.

(3) Changing target con®guration from horizontal to

vertical targets in JET decreases the enrichment. The

reason is that the helium density is found to peak in the

SOL in the inner divertor (Fig. 1). The pump ducts are

located in the bottom corner of the divertor. Thus, for

horizontal targets the helium peak is in direct contact

with the pump while it is shielded by the private region

on the vertical target. Moving to the vertical target

con®guration shows a decrease of the enrichment by

50% when the separatrix is still close to the openings of

the pump duct. Moving the X-point a couple of centi-
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meters higher up to obtain the con®guration shot

#44338 causes another reduction of 20%.

Experimental determination of the enrichment was

possible in the MkII campaign due to the installation of

a species discriminating Penning gauge diagnostic in the

pump void [9]. The ratio of the partial pressures of he-

lium and deuterium is compared to the helium concen-

tration in the core resulting in g � 0:08� 0:04, well in

agreement with the simulation. However, it has to be

emphasised that the Penning gauge measurements do

not resolve the ELMs but are ELM-averaged. The

agreement holds thus only in as much as the ELM ac-

tivity does not a�ect the helium concentration at the

pump beyond the e�ect on the upstream concentration

which is adjusted in the simulation to the ELM-averaged

CXRS measurements. Furthermore, the stated value is

the incremental value of the pu�ed helium. The face

value can be as high as g � 0:2.

3.2. Core

The transport analysis in the core leads to the de-

duction of a set of radial transport coe�cients from the

radial density pro®les of the impurities in shot #33994.

In a source free steady state, the pro®le shapes yield

information about the ratio of the pinch velocity to the

anomalous di�usion coe�cient as a function of the ra-

dius. This is a simple consequence of the ansatz

C � Drn � nvpinch. In time-dependent experiments like

short pu�s of helium, the evolution of the pro®le shapes

depends on the speed of transport. This allows the de-

termination of the magnitudes of vpinch and D. The

SANCO code calculates the impurity pro®les for a given

set of transport coe�cients so that the latter are in

practice the result of an iterative process. The exact time

dependence of the helium source is not well known since

the pressure drop at the gas valve gives only a rough

estimate of the actual time evolution of the pu� arriving

at the plasma boundary. However, the time evolution of

the total helium content is a tough constraint on the

speci®cation of the pu�. The boundary condition at the

separatrix was chosen to be a ®xed exit velocity which

would balance the in¯ux of neutrals in the steady state

before the pu�. The pro®le evolution could be tracked

very closely and Fig. 2 shows the resulting tranport

coe�cients for helium as a function of q � r=a.

Fig. 2. Helium transport coe�cients from #33994 as a function

of q � r=a.

Fig. 1. Modelled helium density in #44338.
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3.3. Global simulation

Finally, EDGE2D/NIMBUS and SANCO are com-

bined in a COCONUT simulation. The code JETTO is

run interpretively, i.e. the relevant pro®les were taken

from the experiment. The fact that the helium exhaust is

an ELM-averaged process has now to be taken into

account in the setup of EDGE2D which so far only

addressed the phase between ELMs. The ELMs are as-

sumed to e�ectively increase the radial di�usion of he-

lium to D � 0:45 m2=s in the SOL. An immediate e�ect

of the use of COCONUT was to bring the helium den-

sity at the core-edge interface up to the level measured

by CXRS where the boundary condition imposed in the

SANCO simulations had yielded too low densities.

Fig. 3 shows the time evolution of the pu� and of the

total helium density from the experiment and the sim-

ulation. The experimental time trace of the helium pu� is

a centered Gaussian to represent the measured integral

pu�. The decay of the helium density is due to the he-

lium pumping by a layer of argon frost on the cryo

pump.

A problem is apparent in the di�erence of the amount

of helium pu�ed in the experiment and the simulation.

The radial pro®les correspond to considerably more

helium than was released by the gas valve. On the other

hand, the helium photon ¯uxes in the divertor region as

computed by the COCONUT simulation are too high. If

the helium pu� is halved in the modelling to yield a total

content slightly below the actually injected helium, the

divertor ¯uxes agree well (Fig. 4). The simulation has

been stopped at 16:3 s to save computing time. The

previous simulations had already shown that the con-

tinuous decrease of the photon ¯ux at later times is re-

produced as well.

The global helium con®nement time s�a [1] can be

obtained by ®tting an exponential function to the ex-

perimentally observed decay rate which is well repro-

duced in the simulation. For shot #33994, we obtain

s�a � 4:5 s. This con®nement time can be expressed as

s�a � sa=�1ÿ Reff�. The global or `e�ective' recycling co-

e�cient contains the overall e�ect of the pumping e�-

ciency, the recycling in the divertor and the back

penetration of helium into the core. The particle con-

®nement time sa is the characteristic time for a particle

to leave the core plasma. Switching o� any recycling of

helium at the target plates and the walls, sa can be ob-

tained directly in the simulation. The simulation with

Reff � 0 results in a fast decay with an e-folding time of

sa � 0:2 s. With this particle con®nement time, it follows

that Reff � 0:96.

4. Helium exhaust in ITER

The simulations of ITER have been carried out using

the vessel data and magnetic con®guration of the ITER

EDA design as from end 1997. It is assumed ®rst that

the JET results concerning the particle transport can be

transferred to ITER without changes. Of course, this

need not to be true and, in one instance, it is actually not

compatible with the ITER design. In this case we choose

the simplest possible scaling, but otherwise we use the

JET H-mode scenario throughout. For comparison, a

di�erent set of transport coe�cients and other input

parameters will also be used.
Fig. 3. Time evolution of helium pu� and helium core content

in shot #33994 and in the simulation.

Fig. 4. Experimental and modelled helium photon ¯ux in the

outer divertor.
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4.1. Edge

The input power across the core boundary is set to

200 MW corresponding to about 300 MW fusion power

and 100 MW radiation losses in the core. The separatrix

density of the main ions is ®xed at 2:0� 1019 mÿ3. This

amounts to 15% of the projected central density in ITER

which is the the typical percentage used in simulations of

JET discharges. All coe�cients for the radial transport

are set identical to those used in the JET simulations.

The helium content is prescribed so as to obtain sep-

aratrix densities of 10%±15% of the main ion density.

Carbon is again introduced via a ®xed sputtering coef-

®cient of 3%. This leads to about 110 MW of carbon line

radiation in the divertor. Further 30 MW are lost due to

ionisation and molecule dissociation of deuterium and

other small contributions. The remaining 60 MW are

fairly evenly split between inner and outer target with

the peak power loads not exceeding 7 MW=m2, com-

patible with the design limit of 10 MW=m2 [10]. How-

ever, Zeff rises to 2.6 at the core boundary 2 cm inside

the separatrix. Both inner and outer target are attached

with target separatrix densities of 1:5� 1021 mÿ3. In

Fig. 5, it can be seen that the helium peaks in the private

region con®rming the positioning of the pump ducts (the

pump is modelled by prescribing a transparency of 0.006

at the pump surface corresponding to a pumping speed

of 200 m3=s). The attached conditions are unfavourable

for the enrichment which is in this simulation 0.07 (de-

sign requirement of 0.2). The enrichment is evaluated

under the assumption that the helium concentration is

constant throughout the core as found in the core

modelling described below.

Simulations of an alternative scenario as proposed by

Kukushkin et al. [11] were performed in order to assess

the uncertainties in the code predictions. The input pa-

rameters are in this setup Pinput � 200 MW,

nsep � 3:0� 1019 mÿ3, YC � 0:01, vi � 1:0 m2=s,

ve � 1:0 m2=s, D � 0:3 m2=s and no particle pinch ve-

locity. Here, the di�usivities are assumed to be constant

in real space. The plasma solution is substantially dif-

ferent. The inner target is completely and the outer

target partially detached. The outer target receives the

entire power load of 60 MW, but due to a much wider

density pro®le the peak power load is again 7 MW=m2.

Zeff drops to 1.6 at the boundary. These ®ndings are

consistent with the results in Ref. [11] and favourable for

ITER. The enrichment is g � 0:9 which is a drastic in-

crease with respect to the results obtained with the JET-

based set of input parameters.

4.2. Core

The aim was to obtain an ignited base case where the

fusion reactions provide a central helium source. The

boundary conditions ni � 3� 1019 mÿ3, Te � Ti �
1:2 keV and nHe � nC � 3� 1018 mÿ3 were taken from

EDGE2D results. Combined JETTO/SANCO runs

showed that rather generous assumptions were necessary

in order to achieve ignition in such circumstances. In

JET, the carbon pro®les are seen to be ¯at or even

hollow [12]. The carbon transport was therefore as-

sumed to be purely di�usive, leading to a ¯at carbon

pro®le in the core. The deuterium transport was chosen

to include a pinch resulting in central densities of 1:4�
1020 mÿ3 and a central Zeff of 1.8. The helium di�usivity

Fig. 5. Modelled helium density distribution in ITER.
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was taken from #33994, but the pinch found in that shot

had to be scaled down with the minor radius. While this

scaling has little theoretical foundation, it is often used

and certainly necessary to avoid excessive helium den-

sities in the core. The thermal di�usivities are calculated

in JETTO from a non-local mixed Bohm/Gyro-Bohm

model developed at JET [13]. Sawtooth activity is taken

into account by strongly increasing all radial di�usivities

in the central region. Ignition was only achieved with a

narrow edge transport barrier of 5 cm in which the co-

e�cients are reduced to the low scrape-o� layer values.

4.3. Global simulation

Global simulations of ITER in which all variables are

evolved are under way. Here, the more modest goal is

the determination of the helium con®nement times

which are carried out with a frozen background plasma.

For a burning plasma, the expression for the global

con®nement time is changed to s�a � sa1 � Reffsa2=�1ÿ
Reff� where sa1 is the time it takes for a fusion produced

alpha particle to leave the plasma for the ®rst time and

sa2 refers to particles that have been recycled at least

once. To distinguish between the two particle con®ne-

ment times sa1 and sa2, SANCO is ®rst run stand alone

to obtain particular initial pro®les of the helium density.

In one case, the reaction rate was arti®cially enhanced

by a factor of ®ve and the boundary density reduced to

3:0� 1017. This ensures that the pro®le is representative

of the distribution of ®rst time passing alpha particles.

In the subsequent COCONUT run, the wall recycling is

switched o� which excludes any contribution by recycled

particles. During the run, 20 ms of fully coupled com-

putations are followed by 200 ms in which only the core

is evolved. With a frozen background plasma, 20 ms is

seen long enough for the scrape-o� layer to establish a

new equilibrium between the in¯uxes from the core and

the out¯uxes at the target plates. The decay of the initial

helium content is shown in Fig. 6 corresponding to a

con®nement time of sa1 � 1:9 s. To determine sa2, the

initial pro®le is calculated without any central source

and we obtain sa2 � 1:8 s, only slightly lower than sa1.

Neutral fuelling from the edge does not play a role since

the scrape-o� layer is completely opaque to neutrals.

The similarity of the two transport times in spite of very

di�erent initial pro®les is due to the volume e�ect: the

di�erence in the sources shifts the bulk of the helium

content by only 25 cm. Although these particle con-

®nement times are even shorter than the expected energy

con®nement time of about 4 s, the helium exhaust in

these simulations, where we used the JET H mode sce-

nario, is fairly poor due to insu�cient pumping. The

global con®nement time which is determined by the

pumping speed is obtained from a simulation in which

the helium di�usivity in the SOL is raised to DHe �
0:45 m2=s (see JET simulations). This results in s�a � 81 s

and a global recycling coe�cient of Reff � 0:98.

4.4. Discussion

Probably the least understood process involved in

transport modelling is the radial particle transport.

Predicitive modelling as for ITER is therefore prone to

uncertainties stemming from lack of reliable scaling laws

for the anomalous particle transport. A common ap-

proach in such situations is the one of sensitivity studies

and this is what has been attempted here. Two sets of

input parameters originating from di�erent points of

departure, the H-mode scenario from a naive no-scaling

perspective and the scenario of [11] from compatibility

considerations, have been seen to yield very di�erent

results for the scrape-o� layer conditions. This shows

that even if we are in the position to perform global

simulations which reproduce experimental ®ndings and

which can in principle be used for predictive purposes,

the current uncertainty of transport models prevents

conclusive answers.

5. Conclusion

The analysis of helium pu� experiments at JET with

both EDGE2D/NIMBUS and COCONUT was able to

reproduce the experimental ®ndings concerning the time

evolution and the enrichment. Some trends for the en-

richment were identi®ed. The use of COCONUT has

shown that it can provide a consistency check on ex-

perimental data. Simulations of ITER using the input

parameters determined from JET resulted in an enrich-

ment for ITER of 0.07. This was re¯ected in time-de-

pendent simulations where a high global recycling

coe�cient of 0.98 prevented a rapid helium exhaust in

spite of otherwise short particle con®nement times.

However, comparison with a di�erent set of input pa-

rameters showed a strong sensitivity of the helium ex-

haust on the radial transport in the scrape-o� layer. It
Fig. 6. Simulated decay of the helium content in ITER for zero

helium recycling.
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has to be noted that the same sensitivity holds for the

core transport, although it has not been the focus of this

work.
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